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ABSTRACT: Deep Neural Networks for the Identification of Carcinogenic Tissue in Mammograms the number of 

cases of breast cancer has been rising over time. Early diagnosis and treatment of lesions is crucial for increasing the 

likelihood of a favorable outcome. Mammograms and other screening techniques are among the best ways to 

accomplish this. However, because of their morphological makeup, certain lesions can be difficult to recognize. For 

example, the diameters of calcifications are usually modest, ranging from 0.1 to 1 mm. Radiologists must carefully and 

thoroughly analyze the exams in order to find calcifications. This article suggests a method that uses deep 

Convolutional neural networks to help detect malignant calcifications in mammograms. The deep Convolutional neural 

network divides the mammography image into patches that indicate whether or not they contain malignant lesions 

(cancerous tissue) or not (healthy tissue). After that, a summary of the patch-wise cancer probability is obtained in 

order to make a judgment on the entire mammography. In addition, a heatmap is created that shows areas that are likely 

to contain malignant tissue. Radiologists can utilize this heatmap to highlight particular locations. The top model 

assessed in the classification task had an F-Measure of 0.99, according to experiments conducted with the CBIS-DDSM 

dataset. These findings suggest that implementing the approach in a practical setting may enhance the identification of 

cancer cases. 
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I.INTRODUCTION 

Meta-learning-Based Classification of Breast Abnormalities on Screening Mammograms the diagnostic classification 

and the breast abnormality classification are the two processes in the detection of general breast cancer. Computational 

technology can facilitate the process of determining the abnormality, which is crucial for the subsequent phases. To 

automate the detection, numerous machine learning techniques have been used. The majority of them, meanwhile, 

concentrate on the diagnostic categorization, with little emphasis placed on the classification of breast abnormalities. 

Many machine learning algorithms are also hindered by the small size of available mammography datasets. We 

suggested a meta-learning-based breast abnormality classification approach, taking into account the significance of the 

categorization of breast abnormalities and the lack of publicly available large-scale medical datasets. Our model was 

inspired by the most recent meta-learning-based image classifier research and made several modifications. In particular, 

we retrained a pretrained embedding neural network using the concept of meta-learning to adjust its feature extraction 

performance for the CBIS-DDSM dataset [1]. The dataset consists of two types of abnormal breast scans: calcification 

and mass, and each type is composed of two medical imaging categories: ROI and complete mammograms [2]. The 

inadequate training sample issue was resolved with the use of data augmentation techniques and the concept of meta-

learning, which resulted in a final accuracy of 76%, surpassing the accuracy of a neural network baseline model, which 

was 71%. 
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II.CBIS-DDSM 

A deep learning method with great specificity that focuses on breast cancer screening the most frequent cancer in 

women and the second most prevalent cancer in general is breast cancer. With hundreds of breast screening tests 

conducted every day all around the world, radiologists have a time-consuming work ahead of them when classifying 

and analyzing all the exams, the majority of which turn out to be normal instances[3]. Reviewing more complicated 

cases that need more attention could take up the time allotted to negative case reviews. The authors of this work suggest 

a diagnosis support system that focuses on mammography screening[4]. It is built on an ensemble classifier and deep 

convolutional neural networks (CNNs), and it is intended to relieve radiologists of routine cases. 

To produce an image-level classification, the architecture leverages patient metadata, patch-level features, and 

macroscopic complete mammogram-level characteristics [5]. The findings indicate that the architectures have a high 

degree of confidence that the exam is either normal, freeing the radiologist from further examination, or questionable, 

necessitating the attention of an expert radiologist for a final classification. Using three publicly available datasets 

(CBIS-DDSM, BCDR, and IN breast), the created system was trained and validated, ultimately achieving an exam-

level AUC of 0.98, along with 96% specificity and 87% sensitivity[6]. As a result of this work, the workload of 

radiologists may be reduced, thereby eliminating the need for a second reader and opening up more time for the 

evaluation and analysis of more complicated cases. 

III.BREAST CANCER CATEGORIZATION 

Elemental Elements in More In-Depth Deep Learning Layers for breast cancer categorization treating breast cancer, 

early detection is more important than cure in subsequent mammography screening procedures. Researchers have long 

suggested using artificial intelligence to create a computer-aided diagnosis (CAD) that can identify the type of breast 

tumor lesion, whether benign or malignant. This strategy is important for reducing the number of radiologists who 

misread false-positive and false-negative diagnosis outcomes. It is now primarily due to a lack of publicly available, 

well-established medical datasets that the system is not yet extensively adopted in clinical settings[7]. The purpose of 

this work is to examine how well a convolutional neural network (CNN) performs in identifying different types of 

malignant lesions[8]. The pre-trained CNN networks are evaluated using CBIS-DDSM and INbreast, two well-known 

public datasets. To reduce the impact of over fitting, preprocessing techniques such as denoising and contrast limited 

adaptive histogram equalization (CLAHE) and augmentation were used[9]. The transfer learning technique was used to 

train the pre-trained CNNs AlexNet and InceptionV3, which stand for shallow and deeper neural networks, 

respectively. The system's accuracy, losses, sensitivity, specificity, and receiver operating characteristic curve (ROC) 

are assessed after testing and performance testing[10]. Using the IN breast dataset, the InceptionV3 network 

outperforms the shallower AlexNet network with the maximum testing and area under the curve (AUC) of 99.93% 

compared to 98.92%.Testing accuracy is demonstrated to increase with augmented data training, reaching 86.7% from 

60.26% with a non-augmented dataset in low-quality input photos. Conversely, transfer learning with a shorter network 

yields great accuracy outcomes without sacrificing computational expense. By changing the pretrained networks that 

are employed and obtaining distinct characteristics from each Convolutional layer that will be trained later, this study 

provides the foundation for future improvements in the system's performance [11]. 

IV. APPLICATIONS OF ARTIFICIAL INTELLIGENCE IN BREAST CANCER RESEARCH 

This paper's goal is to develop and put into practice an algorithm that uses a mammography dataset to automatically 

generate photo acoustic numerical models. The algorithm's steps are displayed in the flowchart in Figure 1and 2 below. 

First, various breast tissues are removed using various extraction algorithms. Once this is done, the extracted tissues are 

combined with new images using a mathematical set operation. Lastly, photo acoustic parameters are assigned to 

various tissues in new image modes according to their unique optical and acoustic characteristics. 
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V. FLOWCHART OF ALGORITHM FOR AUTOMATICALLY GENERATING PHOTO ACOUSTIC 

NUMERICAL MODELS 

10,239 processed mammograms are included in the CBIS-DDSM (Curated Breast Imaging Subset of DDSM) dataset, 

which is an improved version of the DDSM (Digital Database for Screening Mammography) [12]. We preprocess the 

dataset by data augmentation to improve the algorithm's implementation. Specifically, fibroglandular tissue which 

serves as the input for a Convolutional neural network was manually cropped under the supervision of clinicians[13]. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure1  Overall view of the proposed segmentation process 
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Figure2  : Overall Flow Diagram 

One of the most prevalent malignancies and a major contributor to cancer-related mortality among women globally is 

breast cancer[14]. A good prognosis depends on early diagnosis and treatment. Artificial intelligence technology is 

being used in the medical profession in more and more ways, such as image analysis, automated diagnosis, intelligent 

pharmaceutical systems, customized treatment plans, and more[15]. In addition to lessening the burden of physicians, 

AI-based technologies for adjuvant therapy, pathology, and breast cancer imaging continuously increase the sensitivity 

and accuracy of breast cancer diagnosis and treatment[16]. In order to generate ideas for future study, this paper 

analyzes the use of AI in breast cancer treatment and looks ahead, posing difficulties to the development of AI in breast 

cancer detection and therapy. 

VI. ABRIDGED TERMS 

AUC is for area under the receiver operating characteristic curve. Figure 3 and 4 AI stands for artificial intelligence. 

Breast Imaging Reporting and Data System, or BI-RADS Digital breast tomosynthesis, or DBT.Lower recall rates and 

fewer exams in the simulated workflow were the results of an artificial intelligence system that weeded out digital 

breast tomosynthesis examinations that did not show malignancy.Key Findings N An artificial intelligence (AI) model 

maintained non inferior sensitivity (90.0% vs. 90.8%; P,.001) and reduced screening effort by 39.6% in a retrospective 
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analysis of 5182 digital breast tomosynthesis screening exams.N. The AI model eliminated cancer-free exams in a 

simulation, which also resulted in a 25% drop in the number of women who would have been called back (6.9% vs. 

9.2%; P,.001).Classification of Breast Cancer Using Deep Learning Features Enhanced with Specialized Features one 

of the main causes of death for women worldwide is breast cancer. Advanced stages are tough to treat, yet millions of 

women's lives are improved and survival rates are greatly increased with early identification. It is critical that the 

scientific community develop a paradigm for early detection, classification, and diagnosis of breast cancer given the 

disease's high prevalence. These kinds of frameworks are being developed by the artificial intelligence research 

community in collaboration with medical practitioners to automate the detection task. Large datasets, increased 

processing power, and a spike in research efforts all point to the possibility that the outcomes of AI frameworks may 

assist even more clinicians in generating accurate predictions. This paper proposes a unique framework for 

mammography-based breast cancer classification. The suggested framework blends manually created features like 

HOG (Histogram of Oriented Gradients) and LBP (Local Binary Pattern) with robust features taken from innovative 

Convolutional Neural Network (CNN) features. The CBIS-DDSM dataset yielded results that surpass the current state 

of the art. 

VII. ARTIFICIAL INTELLIGENCE 

It is undeniable that the field of artificial intelligence (AI) has had an impact on numerous fields, including medicine. 

Particularly, there is a boom in artificial intelligence (AI) systems that examine medical photos to identify a variety of 

illnesses, including breast cancer. This article introduces a revolutionary system designed to analyze mammograms in 

order to diagnose breast cancer. First, we used transfer learning on the most advanced CNN architectures to obtain 

baseline findings. We developed a unique CNN architecture, called cVGG, to address the shortcomings of the transfer 

learning approach. The goal of training this innovative CNN architecture on mammograms was to categorize them as 

benign or malignant. 

 

 

 

 

 

 

 

 

(a)                                                                                            (b) 

Figure 3 a & b : Improved mask rcnn segmentation input & output image 
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(c )                                                                               (d) 

Figure 4 c & d : MWu-Conv-UNET Segmentation & Output image 

 

 

Fig 5 Classification Report of .modified weight updated UNET segmentation 
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Fig 6 Confusion Matrix 

 

Fig 7 Model Accuracy plot of modified weight updated UNET segmentation 
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Fig 8 Model Loss plot of modified weight updated UNET segmentation 

 

Fig 9 a Input  

 

Fig 9 b Input  
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Fig 9 C  Input  

 

Fig 10  a Cancer Detection Output 

 

 

Fig 10 b Cancer Detection Output 
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Fig 10 c Cancer Detection Output 

 

 

Fig 11 a Classification output 
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Fig 11 b  Classification output 

 

Fig 11 C  Classification output 

http://www.ijirset.com/


International Journal of Innovative Research in Science, Engineering and Technology (IJIRSET) 

                                  |e-ISSN: 2319-8753, p-ISSN: 2347-6710| www.ijirset.com | Impact Factor: 8.423| A Monthly Peer Reviewed & Referred Journal | 

|| Volume 12, Issue 11, November 2023 || 

| DOI:10.15680/IJIRSET.2023.1211083 |  

IJIRSET©2023                                                        |     An ISO 9001:2008 Certified Journal   |                                               14492 

 

 

 

 

         Fig 12 a modified weight updated UNET segmentation Output 

 

 

         Fig 12 b modified weight updated UNET segmentation Output 

 

 

Fig 12 C modified weight updated UNET segmentation Output 
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Handcrafted elements were included with the intention of enhancing the results produced by the innovative CNN 

architecture by providing further information that incorporates domain experts' experience. The study's conclusions 

included the following: 1. The transfer learning strategy is useful for achieving benchmarks. 2. The outcomes of 

transfer learning may be enhanced. 3. Robust outcomes are not always ensured by CNN architectural complexity. 4. By 

combining low-level and high-level features, recognition accuracy can be increased. 

VIII. CONCLUSION 

Although several frameworks and solutions have been presented by AI researchers for the diagnosis and categorization 

of breast cancer, doctors and clinicians are not actively implementing these solutions because of the "black-box" nature 

of the frameworks. CNN and deep learning architectures are inherently opaque, making it challenging to understand the 

logic behind an AI algorithm's prediction. Nonetheless, it is critical for doctors to comprehend the rationale behind any 

given decision .Therefore, a key factor in the adoption of technology is the model's explain ability .A further obstacle to 

the development of AI-based systems is the lack of complete, fully labeled and annotated datasets that adhere to 

international distribution guidelines and ethical standards. To be trained robustly, deep learning models require large 

amounts of data, which makes them data-hungry. 
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